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ABSTRACT 
With increasing congestion and associated challenges to manage the transportation network, intelligent transportation systems (ITS) have gained 
popularity due to their data-driven approach and application of advanced technologies. A variable speed limit (VSL) is a popular ITS-based solution 
which uses dynamic speed limit to promote harmonization along a corridor. However, not much was done in identifying road links and influencing 
variables for their applicability. Therefore, this paper focuses on examining road link-level data to identify road links and variables influencing the 
applicability of VSL signs. A multivariate cluster analysis was first used to identify potential road links susceptible to speed variation for the imple-
mentation of VSL. A supervised machine learning algorithm, forest-based classification and regression, was then used to model and examine the 
influence of average annual daily traffic (AADT), historical speed of the road link, and the speeds of upstream and downstream road links on the 
average speed of the corresponding road link. Modelling and validation were performed using data for Mecklenburg County, North Carolina, USA, 
for road links including all kinds of speed variation. 
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1 INTRODUCTION 

The posted speed limits on roads are typically determined 
based on the road design, operating speed, geometry, and type 
of the facility [1]. The Federal Highway Administration 
(FHWA) describes traffic congestion as a direct measure of ve-
hicle speeds [2], referred to as speed in this paper. A consistent 
and significant decrease in speeds on a road link indicates se-
vere recurring congestion on the road link [3]. 

Dynamic message signs with variable speed limits (VSLs) 
is a widely explored intelligent transportation systems (ITS)-
based solution to regulate the speeds on highly congested road 
segments, in work zone areas, during adverse weather condi-
tions, or during incidents on a road [4]. The VSL control strat-
egy also improves mobility and safety in adverse weather condi-
tions [5]. 

The VSLs are estimated dynamically based on the traffic 
condition and optimized to improve the road capacity. Research-
ers in the past proposed various algorithms to compute the 
VSLs. They include simulation-based approach [6], cellular 
transmission models using bottleneck information [7], macro-
scopic simulation [8], algorithms like fuzzy logic with simula-
tion-based validation [9], and model predictive control [10]. 

One of the most important aspects of the VSLs is the extent 
to which the speed limit is changed. A significant increase or 
decrease in the speed limits might raise a concern. Many re-
searchers set thresholds while modelling the speed limit. Abdel-

Aty et al. [6] used 5 mph increments for the road facilities while 
Hegyi et al. [11] considered a threshold of ± 6.2 mph to ensure 
safer stream performance. State agencies implementing the VSL 
signs used thresholds up to 7.5 mph (New Mexico), 30 mph 
(New Jersey), 10 mph (Washington State), or increments of 10 
mph (Nevada) [4]. From a safety perspective, the maximum 
changes to the speed limit of a facility could be up to 10 mph 
[6]. 

The existing VSL signs use algorithms to generate the 
speeds needed for the corresponding time of the day and day of 
the week. Some of the simplest algorithms used include the dis-
play of speeds in increments of 5 mph based on the 85th percen-
tile speeds [12]. Assigning the algorithm or technique to im-
prove the traffic flow is one of the most common challenges due 
to its dynamic nature. Further, speeds of the upstream and 
downstream road links have an influence on a road link speed 
and should be accounted for in the VSL design process [12]. 

VSL may not be applicable to all the road links. It is im-
portant to analyse the patterns in travel times and examine the 
historical data when computing the speeds for VSL signs. Past 
research on the dynamic travel time predictions used pattern 
recognition using the probe data [8]. The VSLs from simulation 
models could be different from what may be observed using the 
field data. It is, therefore, important to identify the road links 
which are susceptible to higher variation in speeds using the 
field data. 

Supervised machine learning is designed to forecast using a 
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training dataset and is applicable to even model non-linear rela-
tionships. It has the potential to identify the road links with a 
significant variation in speeds from the posted speed limits and 
is considered appropriate for this type of “big data” application. 
Therefore, the objectives of this research are to compute the var-
iability in speeds, identify vulnerable road links, and apply a su-
pervised machine learning algorithm to examine the influence of 
selected explanatory variables on speed patterns. 

2 STUDY AREA, DATA, AND RESEARCH 
METHOD 

Mecklenburg County in the State of North Carolina, USA 
was considered as the study area for this research. The travel 
time data and their corresponding network data such as the an-
nual average daily traffic (AADT) and functional class of the 
road were considered for analysis. 

The travel time data was obtained from Regional Integrated 
Transportation Information System (RITIS) with support from 
the North Carolina Department of Transportation (NCDOT). 
The data consists of raw travel times with samples collected at a 
1-minute interval for each road link identified by the traffic 
message channel (TMC) code. The raw travel time data for 
March of the year 2019 during the peak period was processed 
using Microsoft SQL Server. The 85th percentile speed and the 
average speed of considered road links were computed, and the 
variations were examined for the corresponding analysis hour. 
Furthermore, data associated with the corresponding upstream 
and downstream road links were also considered for the analy-
sis. 

The research method adopted is two-fold. Firstly, cluster 
analysis was performed to identify the groups of road links with 
speed variations by comparing the 85th percentile and average 
speeds. Secondly, the influence of selected explanatory varia-
bles on the average speed of a road link was examined using 
forest-based classification and regression. 

The K-means clustering was used in this research. The al-
gorithm establishes thresholds to minimize the heterogeneity in 
speeds. It identifies the initial seeds randomly based on the num-
ber of allocated clusters, while the other seeds are typically allo-
cated by employing a random component [13]. 

Datasets for the forest-based classification and regression 
analysis comprised of all the road links, road links with low-
speed variation, and road links with high-speed variation. These 
separate datasets were considered for modelling and analysing 
the importance of the selected explanatory variables. 

The forest-based classification and regression algorithm 
trains the model data [14], estimates the dependent variable (the 
average speed in this research), and helps understand the speed 

patterns of roads using the selected explanatory variables. The 
mechanism of the forest-based classification and regression in-
cludes the usage of hundreds of randomly generated trees to pre-
dict the average speed. Hence, the result from each tree contrib-
utes to the overall accuracy of the model. For higher data points, 
the tree-based mechanisms are suggested [14]. 

The selection of explanatory variables for analysis and 
modeling plays a major role in the predictability and under-
standing their influence on the dependent variable. All the ex-
planatory variables are typically selected to develop a model and 
assess their influence on the dependent variable in forest-based 
classification and regression [15]. Therefore, the correlation be-
tween the explanatory variables was not examined in this re-
search. 

The influence of the explanatory variables is computed 
based on the prediction accuracy using the training dataset. For 
example, each decision tree in the model uses a certain portion 
of data to train and generate the outcomes. The remaining data 
is used to compute the influence and importance of each explan-
atory variable in predicting the dependent variable, by estimat-
ing the decrease in the prediction accuracy [15]. In general, a 
higher value indicates a higher degree of the explanatory varia-
ble’s importance in the model prediction. 

Modelling was performed with 80% of the data and the re-
maining 20% of the data were used for the validation. The func-
tional class of the road, AADT, historical average speed of the 
road link, downstream road link average speed, and upstream 
road link average speed are considered as the selected explana-
tory variables. 

3 RESULTS AND DISCUSSION 

Data for 563 road links in the study area were considered 
for analysis in this research. The study area and the road links 
are shown as Figure 1. Tables 1 and 2 summarize the descriptive 
statistics (minimum, median, mean, maximum, and standard de-
viation) and frequency distribution of the variables considered 
in this research, respectively. 
3.1 Cluster Analysis Results 

A total of six clusters were defined by using the optimal R2 
value. The box whisker plot (Figure 2) shows the clusters along 
with the variations associated with the 85th percentile speed and 
the average speed for the analysed road links. The low-speed 
variation comprised of clusters with variation ranging from -7.8 
mph to 4.0 mph. The remaining clusters with large variation in 
the speed on negative side were categorised as “high-speed vari-
ation” dataset. The spatial distribution of road links based on the 
defined clusters are shown in Figure 3. 
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Figure 1. Study area 

Table 1. Descriptive statistics of data 

Variable Min. Median Mean Max. Std. 
Dev. 

Average speed 7.14 40.77 43.83 73.40 16.56 
85th percentile 
speed  14.00 42.00 45.57 70.00 15.47 

Difference be-
tween the 85th per-
centile and aver-
age speeds 

-22.40 0.13 1.74 31.40 7.80 

Historical average 
speed 5.80 40.57 43.84 73.40 16.33 

Upstream average 
speed 7.47 40.00 43.61 73.73 16.63 

Upstream refer-
ence speed 12.00 42.00 45.37 70.00 15.56 

Downstream aver-
age speed 7.14 40.47 43.41 74.47 16.44 

Downstream refer-
ence speed 10.00 42.00 45.33 70.00 15.37 

AADT 3700 52000 73160 183000 50626 

Table 2. Frequency distribution by facility type 

Variable Categories Frequency Percentage 

Functional 
class 

1: Interstate 242 42.98 
2: Principal Arterial 

- Other Freeways 
and Expressways 

15 2.66 

3: Principal Arterial 
- Other  278 49.38 

4: Minor Arterial 27 4.80 
5: Major Collector 1 0.18 

Number of 
through lanes 
(in both the 
travel direc-

tions) 

2 50 8.88 
3 2 0.36 
4 255 45.29 
5 8 1.42 
6 129 22.91 
8 104 18.47 

10 11 1.95 
12 7 1.24 
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Figure 2. Multivariate cluster analysis results 

 
Figure 3. Spatial distribution of clusters in the study area 

 
3.2 Classification and Regression Results 

The results from the application of forest-based classifica-
tion and regression using the three datasets are summarized in 
tables 3 and 4. 

Table 3 shows the importance of the selected explanatory 
variables from the model results in terms of percentages. The 

historical average speed is the most important explanatory varia-
ble, followed by the upstream and downstream road link aver-
age speeds, in the model associated with all road links dataset. 
In the low-speed variation dataset-based model, the functional 
class followed by the historical average speed and AADT are 
the most important explanatory variables. However, the model 
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results from the dataset with high-speed variation dataset indi-
cate that all the selected explanatory variables are important, 
with the historical average speed of the road link being the most 
important explanatory variable. 

Table 3. Explanatory variables and their importance in terms of per-
centages 

Explanatory variable 
Modelling dataset 

All 
data 

Low-speed 
variation  

High-speed 
variation 

Functional class 7.57 45.05 5.61 
AADT  1.25 18.86 14.59 

Historical average speed  47.46 22.29 40.49 
Upstream average speed 26.48 9.85 20.57 

Downstream average 
speed 17.25 3.96 18.74 

Table 4. Predictability results 

Parameter / 
Measure 

Modelling dataset 

All data Low-speed 
variation 

High-speed 
variation 

R2 0.94 0.97 0.92 
Mean percentage 

error (%) -2.96 -1.38 -11.96 
Mean absolute per-
centage error (%) 11.64 6.11 20.33 
Root mean square 

error (in mph) 4.88 3.04 6.77 
 

The predictability results (Table 4) from the forest-based 
classification and regression indicate a high R2 value (>0.90) for 
all the three models (which explains the variability in each da-
taset). The mean percentage error varied between -1.38% and -
11.96%, while the mean absolute percentage error varied be-
tween 6.11% and 20.33%. The root mean square error varied be-
tween 3.04 mph and 6.77 mph. The errors are highest for the 
high-speed variation dataset, followed by all the road links da-
taset. This could be attributed to the low sample size and/or var-
iations in the explanatory variables. 

4 CONCLUSIONS 
This research explores cluster analysis and the plausible 

application of machine learning algorithms like the forest-based 
classification and regression to analyse the speed patterns on 
road links and assess the applicability of VSLs for congestion 
mitigation and transportation network management. Travel time 
data and selected network characteristics for road links in 
Mecklenburg County were considered in this research. The 
multivariate cluster analysis was performed to identify groups of 
road links with varying speeds by comparing the 85th percentile 
and average speeds. Datasets with all road links as well as road 
links with low- and high-speed variation were considered to 
model using the forest-based classification and regression 
algorithm and examine the influence of the selected explanatory 
variables. 

The functional class of a road and AADT are the most 

important explanatory variables in the models associated with 
low- and high-speed variation datasets. However, the functional 
class of a road and AADT are the least important explanatory 
variables in the model associated with all the road links dataset. 
The historical average speed of the road link and upstream road 
link average speed are the most important explanatory variables 
irrespective of the dataset considered for modeling in this 
research. 

The R2 values are high and errors are relatively low, 
indicating the predictability and potential applicability of 
supervised machine learning algorithms for determining VSLs. 
The relatively high errors for high-speed variation dataset 
indicate that other explanatory variables and more data should 
be used for analysis and modeling. Furthermore, thresholds for 
the applicability of VSLs by area type and functional class of a 
road should be explored in the future. 

This research proposes and illustrates the working of a 
method for identifying vulnerable links and implementing VSLs 
using travel time data and supervised machine learnig. 
Researching the applicability of VSLs using larger travel time 
datasets for even more number of links with varying road and 
traffic characteristics, by day of the week and time of the day, 
merits further investigation. 
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